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Simulation study of the glass transition temperature in poly„methyl methacrylate…

Mesfin Tsige and P. L. Taylor
Department of Physics, Case Western Reserve University, Cleveland, Ohio 44106-7079

~Received 27 July 2001; published 18 January 2002!

The glass transition in syndiotactic poly~methyl methacrylate! has been studied through atomistic molecular
dynamics simulations performed at temperatures in the range from 297 K to 684 K. The mean squared
deviations of atoms, monomers, and molecules from their initial positions were analyzed by means of a
technique that separates the effects of diffusive motion from the underlying vibrational motion. The diffusive
motion shows a novel power-law variation with time, with an exponent that varies continuously from 0.5
below the glass transition temperatureTg to 1 at high temperatures. The self part of the van Hove correlation
functions for both hydrogen atoms and monomers shows structural arrest at the lowest temperature studied. A
second peak in the atomic van Hove correlation is attributed to rotation of the CH3 group.

DOI: 10.1103/PhysRevE.65.021805 PACS number~s!: 61.41.1e, 64.70.Pf
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I. INTRODUCTION

The phenomenon known as the glass transition can
characterized in a wide variety of ways. A changeover
behavior from that typical of a disordered solid to one mo
akin to a liquid occurs as the temperature is raised in a la
number of amorphous materials@1#. The fact that this change
happens in a very narrow temperature range has led to
description as a transition, even though there is little e
dence that it can be considered a true phase transition in
thermodynamic sense.

The plexus of changes observed at the glass transition
be divided into two families. One set involves measureme
made in equilibrium, while the other is concerned with t
response to externally imposed stimuli that remove the s
tem from its equilibrium state. The first category includ
changes in macroscopic properties such as thermal expan
and heat capacity or in such microscopic quantities as
temporal variation of the mean squared displacement of
dividual atoms. The family of nonequilibrium phenome
similarly may be divided into the macroscopic catego
which includes viscosity and acoustic attenuation, and
croscopic quantities such as drag forces on an atom
strained to move with a specified velocity.

The study of static and dynamic properties of macrom
lecular glasses is one of the most challenging problem
polymer science@2,3#. It is interesting not only as a result o
its role in enabling predictions of the material properties
pure polymers. It is, in addition an essential preliminary
the study of the diffusion of organic materials into polyme
in the glassy state.

In this paper we report the results of a study of the gl
transition in poly~methyl methacrylate!, abbreviated here a
PMMA. In order to obtain information regarding structur
changes and chain dynamics in the vicinity of the glass tr
sition, we have performed atomistic molecular dynam
simulations. As in all such work, the principal obstacle is t
need to run the simulations for a sufficiently long time th
accurate results can be achieved. The time scales involve
atomic motions in glasses are so many, and so disparate
special care must be taken to identify the role of each on
tracking the approach to equilibrium in any simulation.
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The shortest time intervalt0 is that concerned with the
reversal of motion of a single atom and is of the order o
picosecond. Its reciprocaln0 represents the attempt fre
quency with which an atom makes an excursion towards
potential barrier created by surrounding bonded and n
bonded atoms. At the lowest of temperatures the motion
all the atoms is generally harmonic, but at higher tempe
tures anharmonic terms become significant.

As the temperature is raised, the probability increases
an atom or group can surmount the barrier posed by the c
of surrounding atoms, and find itself in a new local enviro
ment. This is the beginning of the self-diffusion process, a
introduces a new time intervalt1 that is the reciprocal of this
transition probability. Whilet0 is only weakly dependent on
temperature, the much longer timet1 varies exponentially
with the inverse temperature.

Even longer time scalest2 are introduced when we look
at the collective motion of many atoms that is necessary
a macroscopic system to respond to such stimuli as s
stresses. Finally, a set of time scales is found that are so
that they describe processes essentially never observed
amples of these range from crystallization to the nuclear
sion of the hydrogen atoms, and lead us to use the t
‘‘equilibrium’’ to refer to the state at which no observab
changes occur within experimental timescales.

II. APPROACH

A number of different methods have been used in
attempt to identify the glass transition in molecular-dynam
simulations. One commonly used approach is to study
change in thermal expansion coefficients in ensembles
at constant particle number, pressure, and temperature@4–6#.
All thermal expansion results from anharmonic forces, a
so the change in expansion coefficient as one passes fro
glassy system, which has many of the characteristics o
disordered solid, to a rubbery system, which is more akin
a constrained liquid, should provide a sensitive measure
the glass transition temperatureTg . The difficulty here is
that the value ofTg derived in simulations in which the tem
perature is continuously varied is generally dependent on
rate of cooling@7#. An alternative approach is to examine th
©2002 The American Physical Society05-1
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temperature dependence of the mean squared displace
of atoms or molecules in ensembles held at constant par
number, volume, and temperature@8,9#.

The most valuable technique with which to study t
glass transition by means of simulations will clearly be o
that studies behavior over the shortest possible time sca
will also be valuable to seek the highest precision in
prediction of Tg , and to maximize the number of intern
controls for self-consistency in the results. For this reason
choose to study the mean squared displacement of a
from their initial positions. This approach appears to g
reproducible and consistent results within a simulated t
of the order of the barrier penetration timet1.

The previously defined characteristic times,t0 , t1, andt2
separate the time intervals from which information may
obtained. In the shortest interval, for whicht!t0, the atomic
motion is essentially ballistic. The velocities can be cons
ered constant, and the mean squared deviation of an a
from its initial position increases quadratically with time. W
define this mean squared deviation as

g~t!5^@r ~ t1t!2r ~ t !#2&, ~1!

where the averagê•••& is over all atoms and all times t, an
wherer is the position of an atom.

As t approachest0, the quasiharmonic restoring force
come into play, andg(t) starts to flatten. For a perfect ha
monic systemg(t) would tend to a constant ast becomes
much larger thant0, but in a real glassy system the slop
remains small but nonvanishing. At the glass transition
expect some softening of these restoring forces, and s
shift in the location in time of the transition from ballistic t
quasiharmonic motion provides the first indicator forTg .

At times larger thant0 but smaller thant1 the atoms are,
for the most part, oscillating about their equilibrium pos
tions. The anharmonic content of this motion increases r
idly as the temperature is raised to approachTg , and this is
reflected in both the thermal expansion and the mean squ
displacement. The study of this regime has the advan
that long simulation runs are not required, but has the dis
vantage that the results are not very sensitive to sm
changes in temperature. One is detecting the fact that
potential wells in which the atoms move are not parabo
but exhibit a softening as the amplitude of vibration i
creases. The atoms may even make excursions into reg
in which the curvature of the potential becomes negat
They are unlikely, however, at these early times to surmo
the potential maxima and drop into new positions of lo
equilibrium.

It is in the range of times greater thant1 that the most
definitive signature of the glass transition can be observ
Diffusion can then occur over significant distances, and s
is the mean squared displacementg(t) that is the appropriate
object for study in this regime. It does, however, require
greatest computing time, and can be subject to the grea
statistical uncertainties. Nevertheless, self-diffusion is
central to the concept of the glass transition that it is nec
sary to pay particular attention to this process.
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In Sec. III we develop a theoretical model to aid in th
interpretation of the results of simulations. In particular, w
need to have clear theoretical predictions of the form
expect to be taken by the average squared deviation o
atom from its starting position.

III. THEORETICAL ANALYSIS

The quantity on which we choose to concentrate is
function g(t) defined in Eq.~1!. There are three reasons fo
this choice. First, there is information about the glass tran
tion to be obtained fromg(t) in all ranges oft. Second it is
a relatively easy quantity to extract from the results of sim
lations. Third,g(t) is approximately related to the results
some experimental measurements.

In the Mössbauer effect, for example, the energy spectr
of emittedg rays is the Fourier transform of a quantity th
contains the correlation function̂eik•r (t)e2 ik•r (0)&. If one
ignores the quantum-mechanical commutator ofr (t) and
r (0) this becomeŝeik•r (t)2 ik•r (0)&. With the further approxi-
mation that the dynamics of the system can be represente
an assembly of harmonic oscillators in thermodynamic eq
librium, the correlation function becomes equal
exp„2 1

2 k2^@r (t)2r (0)#2&… @10#.
In order to interpret the form ofg(t) obtained from simu-

lations or experiment we need a theoretical model capabl
exhibiting the principal features found in this function. Th
model we take is one in which the motion of an atom
dominated by harmonic-oscillator-like vibration. Onto this
superimposed a random displacementrd(t) of the center of
the oscillator. The displacement is then

r ~t!5(
q

rq cos~vqt1fq!1rd~t! ~2!

with rq the component in the modeq of angular frequency
vq and phasefq , from which

^@r ~t!2r ~0!#2&5K FR~t!1(
q

2rq sinS 1

2
vqt D

3sinS 1

2
vqt1fqD G2L ~3!

with R(t)5rd(t)2rd(0). On averaging over the random
phases, which is equivalent to integrating over all the vario

fq , all the crossterms vanish, and^sin2(1
2vqt1fq)&5

1
2. We

are then left with

^@r ~t!2r ~0!#2&5^R2~t!&1(
q

^rq
2&~12cosvqt!. ~4!

Because a glass is inherently disordered, the normal mo
will not be traveling waves, and no simple expression forrq
is available. In a classical Bravais lattice in thermal equil
rium, each normal mode has energykBT, and so we would
have

^rq
2&5kBT/Mvq

2N ~5!
5-2
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SIMULATION STUDY OF THE GLASS TRANSITION . . . PHYSICAL REVIEW E65 021805
with kB Boltzmann’s constant andM the mass of each of th
N atoms in the lattice. For our disordered glass we assu
the existence of some average inverse mass^M 21&[m21,
and replace the sum overq by an integral*D(v)dv. Here
D(v) is the density of states, defined as the sum over
classical normal modes of vibration given by the express

D~v!5(
q

d~v2vq!. ~6!

We then have

g~t!5^R2~t!&1
kBT

mNE D~v!

v2
~12cosvt!dv. ~7!

Both terms in this expression describe random displa
ments of a molecule from its initial position. The first term
associated with slow diffusive motion, while the second
due to motion that is initially more rapid, but which is lim
ited to small distances. At short timest!t0 we can ignore
R(t) and expand the cosine to find

g~t!.
kBT

2mNE D~v!S t22
v2t4

12 Ddv. ~8!

This is conveniently written as

g~t!

Tt2
.

3kB

2m S 12
t2

36NE v2D~v!dv D . ~9!

When this quantity is plotted as a function oft2, its slope at
vanishingt2 thus gives an approximation to the second m
ment of the vibrational density of states. Any change in
effective stiffness of the restoring forces of the type to
expected at the glass transition should be observable
change in this quantity.

At times much larger thant0, the oscillatory term in
Eq. ~5! gives a negligible contribution, and we find

g~t!5^R2~t!&1kBT/mvD
2 , ~10!

with vD a characteristic frequency that is of the order of t
Debye frequency of the polymer. The important point here
that the second term on the right-hand side of Eq.~8! is
independent oft. It can then, in principle, be subtracted fro
the observedg(t) to yield the form of̂ R2(t)&, which is the
quantity of interest for diffusive processes.

IV. DETAILS OF THE SIMULATION

Atomistic molecular dynamics is the most straightforwa
method for studying the motion of individual particles. I
essential elements are the potential energy~i.e. the interac-
tion potential for the particles from which the forces can
calculated! and the equations of motion~Newton’s or any
other formulation of the classical equations of motion! that
govern the dynamics of the particles. Being deterministic
requires knowledge of the initial positions and velocities
the particles.
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Calculating the exact potential energy of a system of m
ecules is a formidable many-body problem, and so empir
methods are used to represent it as a function of the geo
ric variables of the atoms involved. The parameters that
important for the calculation of the potential energy are d
termined using experimental and quantum-mechanical m
ods, and the equations and parameters used to define
commonly called a force field.

In general, force fields are developed to handle spec
classes of molecules. In the case of atomistic molecular
namics simulations the force fields used commonly repres
each atom in the system as a single point, and energies
sum of two-, three-, and four-particle interactions. The ava
able atomistic force fields differ in the functional form of th
equations and in the parameter sets used in defining the
tential energy surface, and tend to perform best for molec
systems similar to those used in their parameterization.
available force fields range from the rather simple Dreid
force field @11# to the more elaborate COMPAS
~Condensed-phase Optimized Molecular Potentials for A
mistic Simulation Studies! @12#. This latter force field has
several advantages. It avoids, for example, a shortcomin
many other fields in which the parameters are found by
ting room-temperature crystal data to energy minimizatio
performed at zero temperature. On the other hand, its m
elaborate nature and its inclusion of off-diagonal cro
coupling terms make it slower in operation. There is, th
always a trade-off between simplicity and accuracy in cho
ing among the available force fields or in developing a n
one. In our case, on the basis of our previous experie
@13–15# we chose the Dreiding force field applied in th
commercial software package@16# CERIUS2 throughout the
simulation. Details of the form of the energy terms in t
Dreiding force field are given in our previous publicatio
@13–15#.

Historically, several different ways of generating the sta
ing set of atomic coordinates for molecular dynamics sim
lation have been used. For our case, the initial configura
was generated in two steps. First, using theCERIUS2 amor-
phous builder, 4086 atoms assembled into 18 chains of s
diotactic PMMA of degree of polymerization 15 were e
closed in a cubic cell with a density chosen to be equal to
experimental value. To avoid surface effects, periodic bou
ary conditions were used. The potential energy was t
minimized to produce an initial configuration for the molec
lar dynamics simulations.

In integrating the equations of motion, a key paramete
the integration time stepDt. Since it has to be small enoug
for the fastest modes to be handled accurately, we cho
time step of 2 fs for all simulations. The initial velocities o
the atoms were assigned using a Maxwell-Boltzmann dis
bution at the desired temperature but with the constraint
the velocity of the center of mass of each molecule should
zero. The simulations were carried out at constant numbe
atoms, constant volume and constant temperature, and
atom was allowed to interact with only the nearest image
each other atom in the periodic array formed by the bou
ary conditions. The coordinates of each of the atoms w
then saved every 1 ps for later analysis.
5-3
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MESFIN TSIGE AND P. L. TAYLOR PHYSICAL REVIEW E65 021805
The simulations were performed in a system held at c
stant volume. The reason for this choice is that the alter
tive option of a system at constant pressure requires the
termination of a different value of the volume for ea
temperature studied. Because of the limited size of feas
model systems there are fluctuations in the calculated
ume that lead to unacceptable inaccuracies in the calcula
of any other property of the system@2#. In order to take
advantage of the high precision available in the computa
of the mean squared molecular displacements it was, t
necessary to maintain a fixed volume of the cell in which
polymer was maintained.

There is also another reason for maintaining constant
ume that is quite separate from issues of computational
cision. If the volume were allowed to increase and a gl
transition were observed, it would be unclear whether
phenomenon was merely a consequence of thermal ex
sion, or whether it was a manifestation of some truly coo
erative behavior. By maintaining a constant volume in
simulations we avoid this ambiguity.

It was essential to make sure that the simulated sys
was equilibrated at all temperatures studied. Particularly
low temperatures the system may not be equilibrated if i
not run beyond the long relaxation times that may exis
these low temperatures. In order to overcome this prob
we first annealed our system through range of temperat
for a total of about 5 ns. We then performed long simulat
runs of duration up to 1.8 ns at ten different temperatu
ranging from 297–684 K. Since the volume was the sam
all temperatures, it was not necessary to generate sta
configurations at each new temperature. Instead we eq
brated at each new temperature the configuration that
generated and equilibrated at the previous temperature
order to test that equilibrium had actually been attained
each temperature, we compared average mean squared
placements of the atoms calculated at that given tempera
but using different time origins for the 1.8 ns simulation ru
If the system is not in equilibrium then the calculated me
squared displacements for that given temperature wo
show some dependence on the starting time. In our case
differences among the calculated mean squared displ
ments at a given temperature were found to be within sta
tical uncertainty.

V. RESULTS AND DISCUSSION

Time dependence of the mean squared displacement. The
overall dynamics of polymeric systems is reflected in th
self-diffusion behavior@17#. This can be most convenientl
extracted by calculating the mean squared displacement
molecular-dynamics generated trajectories. In our case, s
we have information at the atomistic level, we can study
dynamics of our polymer system at different length sca
For this purpose we define three different mean squared
placements, ranging from the atomic to the molecular.

The mean squared displacement of individual atoms
evaluated as

g0~ t !5^@r i~ t !2r i~0!#2& ~11!
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wherer i(t) is the position of thei th atom at time t and̂•••&
denotes the average for all PMMA constituent atoms as w
as for all time origins available within the simulation. Sim
larly, the mean squared displacement of individual mon
mers is

FIG. 1. Atomic mean squared displacement evaluated at
different temperatures~297, 324, 346, 396, 415, 436, 472, 509, 59
and 684 K!. Inset: same quantity at the highest temperature stud
but with time starting from 1 fs to show the ballistic region clear

FIG. 2. Mean squared displacements as in Fig. 1, but for
placements of center of mass of~a! monomers and~b! polymers.
5-4
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SIMULATION STUDY OF THE GLASS TRANSITION . . . PHYSICAL REVIEW E65 021805
g1~ t !5^@r j ,k~ t !2r j ,k~0!#2&, ~12!

wherer j ,k(t) is the position of the center of mass of thej th
monomer in thekth molecule. Finally, the average mea
squared displacement of individual molecules is

g2~ t !5^@r k~ t !2r k~0!#2&, ~13!

wherer k(t) is the position of the center of mass of thekth
molecule~polymer chain! at time t.

Figure 1 shows the atomic mean squared displacemen
a function of time, evaluated at ten different temperatu
ranging from 297 K to 684 K. Figure 2 shows the corr
sponding monomeric and molecular mean squared displ
ments. As expected, there is an initial ballistic region, dur
which g(t) grows ast2. This regime lasts for only a few
femtoseconds in the case of the atomic displacement
scribed byg0(t), as the vibrations of the hydrogen atoms a
very rapid, and is visible in only the lower left corner of th
inset in Fig. 1. The ballistic regime is most pronounced in
molecular mean squared displacementg2(t) where it persists
for hundreds of femtoseconds.

From the data we can examine the softening of the vib
tional modes as the temperature is increased. The qua
g2(t)/Tt2, whose character was suggested in Eq.~7!, has the
initial slope plotted in Fig. 3~a!. These data were obtaine
from runs of only a few hundred femtoseconds, and th
required computational resources smaller by several or

FIG. 3. At short times the mean squared displacementg2(t) of
the center of mass of polymer molecules can be expanded in po
of t2. Plot ~a! shows the initial slope ofg2(t)/Tt2, and is an indi-
cation of the softening of phonon modes with temperature. Plot~b!
is for the monomeric functiong1(t)/Tt2, and shows possible sign
of a change of slope around 400 K.
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of magnitude than those needed to examine the diffus
regime. It would thus be highly desirable if informatio
aboutTg could be extracted from such brief simulations.
steady decrease with temperature is observed, but unfo
nately, no distinctive changes mark the location ofTg . Simi-
lar data for the initial slope ofg1(t)/Tt2 are shown in Fig.
3~b!. While there is a possible indication of a change in slo
of this curve between 350 K and 400 K, the behavior is n
pronounced. We thus conclude that to demonstrate the us
mode softening as an indicator of the glass transition w
require better statistics than were available from the sma
number of runs that we performed.

As the time increases, and we leave the ballistic regi
the curves in Figs. 1 and 2 start to flatten out. For low te
peratures the slope ofg(t) becomes small in all three case
but for high temperatures the plots then start to rise ag
curving upwards in such a way that no well-defined pow
law can be assigned. At this point we recall the theoreti
analysis, in which it was pointed out in Eq.~8! that g(t) is
likely to be the sum of a diffusive term and a constant
times greater thant0. It is, thus, appropriate to isolate th
diffusive part before making the type of logarithmic pl
shown in Figs. 1 and 2. Accordingly the constant terms w
identified by extrapolating to zero time the linear regions
g0 , g1, andg2 occurring between 10 ps and 40 ps. Subtra
tion of the numbers given by these intercepts then yields n
functionsg̃0 , g̃1, and g̃2, which we expect to be better rep
resentations of the mean squared diffusive displacem
^R2(t)&. These results are shown in Fig. 4. We see imme

FIG. 4. Reduced mean squared displacements for~a! atomic,~b!
monomeric, and~c! polymeric motion. These plots differ from thos
in Figs. 1 and 2 in that the vibrational contributions have be
subtracted.

ers
5-5



th
e
it

K

h
iff

th
te
-

le

d
n
a

ll o
th
d
g

n
ou
pe
o

ra
m

dis-

i-
t
ow
ic,

re-
ace-
ter-

the
than
ich
at
or-

d on
ara-
g

-

of
to

be

is
He

ely
ant

tio

ce-

MESFIN TSIGE AND P. L. TAYLOR PHYSICAL REVIEW E65 021805
ately that linearity has been restored to these curves in
log-log plot, showing that the diffusive component of th
mean squared displacement is following a power law w
time whent@t0.

At the highest temperature considered, which was 684
the slopes of all three functionsg̃0 , g̃1, and g̃2 on these
log-log plots are very close to unity. This indicates that t
regime has been reached where simple random-walk d
sion occurs. At lower temperatures, however, the slope
smaller, decreasing to a value close to 0.5 at most of
lower temperatures. This behavior is somewhat unexpec
While variation ast is expected for free diffusion and varia
tion ast0.5 is predicted in the Rouse model@18#, variation as
intermediate powers oft does not emerge from any simp
theory.

Tg from the temperature dependence of mean squared
placement. Figure 5 shows the mean squared displaceme
of Figs. 1 and 2 replotted as a function of temperature
different observation times for the three different cases, a
which show the same behavior. The characteristics of
mean squared displacements at low temperatures are
tinctly different from those at high temperatures. The chan
in slope of the mean squared displacement as a functio
temperature in all the three cases and for all of the f
chosen observation times occurs around the same tem
ture. The mean squared displacement is proportional t
~which is expected for a harmonic oscillator! up to about 395
K, beyond which it increases far more rapidly with tempe
ture. We then tentatively identify the glass transition te
perature for our system to be 39565 K.

FIG. 5. The three mean squared displacements (g0 , g1, andg2)
replotted as a function of temperature at four different observa
times.
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We can also make use of the reduced mean squared

placements,g̃0 , g̃1, andg̃2 to make a more refined determ
nation of Tg . This time we plot in Fig. 6 values found a
fixed times from Fig. 4 as functions of temperature. We n
see a very clear transition that is common to the atom
monomeric, and polymeric functions, but which is most p
cisely seen in the polymeric reduced mean squared displ
ment. The plots each consist of two linear regions that in
sect at around 39662 K. We identify this temperature asTg .

The fact that our numerical result forTg is in good agree-
ment with the experimental value of about 397 K@19# must
be taken as largely coincidental for two reasons. First:
force field used is not expected to be accurate to better
a few percent in an application like the present one, in wh
it is the differences in depth of adjacent potential wells th
determine the diffusion rate. The second, and more imp
tant, reason is that the diffusion rate is expected to depen
the degree of polymerization, and our chains were comp
tively short, consisting of only 15 monomer units. Accordin
to Fox and Flory@20#, the value ofTg should decrease lin
early with inverse molecular weight. Uteet al. @19# suggest a
value for the slope of this line of 9400 K on the basis
extrapolations of their calorimetric measurements. Applied
our system this would suggest a value forTg of about 340 K,
making our result an overestimate of about 16%. It can
compared with some previous work by Soldera@4#, who
foundTg for chains of 100 monomers to be 485 K, which
25% larger than the experimental value of about 387 K.
attributed this high value ofTg to the extremely rapid cool-
ing rate used in the simulation, and also to his comparativ
short simulation run of 110 ps. Soldera worked at const

n

FIG. 6. As in Fig. 5, but for the reduced mean squared displa

mentsg̃0 , g̃1, andg̃2.
5-6
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pressure rather than constant volume, as his method wa
find Tg from the coefficient of the thermal expansion.

The significant aspect of the present paper is not the
merical value ofTg predicted, as this is dependent on t
type of force field used. The real strength of the techniq
used here lies in the unambiguous nature of the predic
obtained from the reduced mean squared displacement f
tion g̃(t). The subtraction of the harmonic component of t
mean squared displacement prior to constructing the log
plot as a function of time appears to be a powerful tool w
which to extract new information.

van Hove correlation function. For temperatures below
Tg , we note from Fig. 5 that the atomic mean squared d
placementg0(t) increases much more rapidly with time tha
do either the monomeric or polymeric functions,g1(t) and
g2(t). The small magnitude of the displacements sugge
that some minor cooperative rearrangements of the cons
ent atoms within a monomer might be responsible. We, th
require another tool with which to study this phenomeno

Much useful information about the space and time dep
dence of atomic and monomeric motions can be found fr
the self-part of the van Hove space-time correlation funct
defined as

Gs~r ,t !5^d„r2r i~ t !1r i~0!…&, ~14!

where r i(t) denotes the position of atom or moleculei at
time t and r 5ur u. This gives us the probability density o
finding an atom~monomer! at a distancer at time t if the
atom ~monomer! was observed atr 50 at timet50.

FIG. 7. The van Hove self-correlation function for T5297 K,
the lowest temperature studied, shown for different values of
time t, for ~a! hydrogen atoms only, and~b! monomeric center of
mass.
02180
to

u-

e
n
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u-
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-
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Figure 7 shows the values ofP(r ,t)54pr 2Gs(r ,t) for
~a! hydrogen atoms and~b! monomers at T5297 K, the low-
est temperature studied. The van Hove function for the c
bon atoms~not shown here! has the same single-peaked for
as the monomer case and is not of interest for the pre
study. In both cases in Fig. 7, with increasing time the po
tions of the peaks do not shift, indicating that the diffusion
motion is completely arrested at this temperature. For
case of the hydrogen atomsP(r ,t) consists of two well-
defined peaks with time-independent positions.

The presence of a second peak inP(r ,t) is of particular
significance, since it is usually cited as evidence of hopp
processes. This has been confirmed for the case of s
sphere binary liquids@21–25#. In polymeric liquids@26# the
presence of hopping processes will modify the prediction
the simple mode-coupling theory in which these effects
neglected, and provides a possible mechanism for the b
ring of the sharp glass transition predicted by the idealiz
mode-coupling theory@27,28#. The absence of a second pe
has been taken as evidence that hopping process do not o
@8,28#. In our case, however, we interpret the second pea
resulting from the rotation of the CH3 group, since it occurs
at r'0.18 nm, which is the distance between the H atoms
the CH3 group. As expected, this feature is absent from
monomeric probability distribution. Bead-spring models
polymers will not show this distinction, which can only b
seen from the atomistic van Hove correlation function.

Figure 8 shows the values ofP(r ,t) at T5468 K, far
aboveTg . In this case the second peak for the hydrog
atoms has disappeared and the first peak for both cas
now moving towards large values of r ast increases. At this
temperature other additional degrees of freedom are pres
and effects due to the rotation of the CH3 group are no longer
significant.

e
FIG. 8. As in Fig 7, but for T5468 K, far aboveTg .
5-7
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VI. SUMMARY AND CONCLUSIONS

We have performed atomistic molecular dynamics sim
lation to examine the glass transition in syndiotactic PMM
The model system consisted of 18 chains of PMMA, w
degree of polymerization 15, with periodic boundary con
tions applied. From the atomic trajectories that were obtai
in the simulations, we calculated atomic, monomeric, a
molecular mean squared displacements to characterize
dynamics of our polymer system at different length sca
and in different time ranges.

A theoretical analysis indicated that it might be fruitful
subtract from the mean squared deviation the expected
tribution from oscillatory motion. When this was done th
remaining contribution, which is attributed to diffusive m
tion, showed a power-law behavior. The exponent for t
power law was approximately 0.5 forT,Tg , and increased
to unity at 684 K. A study of the self part of the van Hov
ys

ry

.

ys

02180
-
.

-
d
d
the
s

n-

s

correlation function for atomic motion indicated that rotatio
of methyl groups was a likely source of some of the lo
temperature atomic motion.

Overall, our results indicate that molecular-dynam
simulations can provide useful information about the nat
of the glass transition in polymers in computational runs
modest size. Use of an uncomplicated force field is helpfu
reaching the diffusive regime with modest computational
sources. Subtraction of the oscillatory contribution to t
motion is a useful tool with which to reveal the time vari
tion of diffusive displacements.
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